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ABSTRACT
Travelling and touring are popular leisure activities enjoyed by
millions of tourists around the world. However, the task of travel
itinerary recommendation and planning is tedious and challenging
for tourists, who are often unfamiliar with the various Points-of-
Interest (POIs) in a city. Apart from identifying popular POIs, the
tourist needs to construct a travel itinerary comprising a subset
of these POIs, and to order these POIs as a sequence of visits that
can be completed within his/her available touring time. For a more
realistic itinerary, the tourist also has to account for travelling time
between POIs and visiting times at individual POIs. Furthermore,
this itinerary should incorporate tourist preferences such as desired
starting and ending POIs (e.g., POIs that are near the tourist’s hotel)
and a subset of must-see POIs (e.g., popular POIs that a tourist must
visit). We term this the TourMustSee problem, which is based on a
variant of the Orienteering problem. Following which, we propose
the LP+M algorithm for solving the TourMustSee problem as an
Integer Linear Program (ILP). Using a Flickr dataset of POI visits
in seven touristic cities, we compare LP+M against various ILP-
based baselines, and the results show that LP+M recommends better
travel itineraries in terms of POI popularity, total POIs visited, total
touring time utilized and must-visit POI(s) inclusion.
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1 INTRODUCTION
Tour recommendation and itinerary1 planning are challenging tasks
for individual users. One main contributing factor is that the choice
of Points-of-Interest (POIs) to visit in a city is often large, and
1’Tour’ and ’itinerary’ are used interchangeably in this paper.
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Figure 1: Example graphwhere vertices represent POIs (with
a utility score si ), and edges the time to travel between them
(ti, j ). Not all edge and travel time values are shown.

varied. In addition, users often have limited time for touring, hence
any recommended tour is also constrained by time, mainly for
the consideration of travelling times between POIs and adequate
POI visit durations. Furthermore, it is desirable that the distance
and travel time between POIs should be reduced so as to allow
the number of POIs and/or visitation time to be maximised. The
desirability to include must-see POIs is often high on the user’s
agenda as there are often major attractions which are consisted
essential to visit, (such as the “Buda Castle” in Budapest or Toronto’s
Royal Ontario Museum).

In our work, recommended itineraries consist of a start and end
point linked together by a path connecting a selection of POIs,
including all or a subset of must-see POIs determined by the user.
A POI can only be visited once, and the tour must include at least
one POI other than the starting or ending POI. Links connecting
POIs are associated with a travel time cost, which when summed,
constrains the tour duration to a user-specified time budget. This
constraint also ensures that only a subset of available POIs can be
visited for a single itinerary. In order to represent user preference
for particular types of POIs, each POI has a value representing its
utility/score to the user. A good proposed itinerary is therefore
one with a maximal sum of POI utility/score value but that can
be completed within the allotted time budget. Figure 1 shows an
example of this problem.

Our dataset of POIs is obtained from the Yahoo Flickr Dataset [25],
and include POIs with high popularity and interest levels, where
each POI is allocated a utility (or score) based on these criteria.
Average POI visit duration is derived from the same data and the
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geospatial distance between POIs is used to represent travel time
(conversion based on walking speed).2 The total time budget com-
prises the sum of the time taken to travel between POIs and the
sum of average POI visit durations.

In this paper, we make a three-fold contribution to the field of
itinerary recommendation, namely:

(1) We introduce and formulate the TourMustSee problem,
which is based on a variant of the Orienteering problem [26].

(2) We propose the LP+M algorithm, which solves the Tour-
MustSee problem as an Integer Linear Program.

(3) Using a Flickr dataset of seven cities, we evaluate our pro-
posed algorithm and demonstrate its good performance against
various baselines.

The rest of the paper is organized as follows: Section 2 discusses
related literature in the field of itinerary recommendation; Section 3
provides some background and a formal formulation of our Tour-
MustSee problem; Section 4 gives an overview of our experimental
design and evaluation metrics; Section 5 discusses the main results
and findings; and Section 6 summarizes and concludes the paper.

2 RELATEDWORK
In this section, we discuss some key works in the related areas
of operations research, top-k POI recommendations and itinerary
recommendations, before elaborating on the main differences of
our research with these earlier works.

Operations Research. Itinerary recommendation has its ori-
gins in the traveling salesman problem (TSP) and its many variants
typically used in the field of Operations Research. Of particular
note are the TSP variants known as the Selective TSP [3], TSP with
Profits [9], or the Orienteering Problem [11, 26, 27]. The main ob-
jective of these works are to plan for an itinerary comprising a set
of POIs with the highest profit for a general tourist, while the Orien-
teering Problem has additional constraints of a specific starting and
ending point. Integer Linear Program (ILP) formulations for this
problem are widely used and have been successfully implemented
to provide optimal solutions [9, 13]. The focus of these works are
on the optimality of their approaches and their evaluation involves
synthetic datasets where the optimal solutions are known.

Itinerary Recommendation using Social Media. In recent
years, researchers have merged the works in Operations Research
with the use of social media for itinerary recommendation [4, 6, 7,
18–20, 22, 23, 28]. Most of these works are formulated as ILPs based
on either Orienteering Problem or TSP variants but instead of using
synthetic datasets, these works evaluate their approaches using
social media, such as Flickr geo-tagged photos that reflect real-life
POI-based itineraries for several cities around the world. Similarly,
there have been many applications for tour itinerary planning and
recommendation [5, 33] that utilizes social media and techniques
similar to these discussed works. The focus of such works is on
recommending itineraries that are popular and reflect the real-life
itineraries taken by these social media users.

Top-k POI Recommendation. The field of top-k POI recom-
mendation is also closely related to tour itinerary recommendation

2Although we used walking speed and distance to represent travelling time, this
representation can be easily extended to account for different transport modes, e.g.,
driving, cycling, train.

and we discuss key works in this research area [15, 24, 34, 35]. In
these works, the main aim is to recommend a set of k POIs, where
these POIs are ranked based on their relevance to a user. Such
works typically utilize approaches based on various adaptations of
matrix factorization or collaborative filtering algorithm. Similarly,
there have been applications [1, 12] developed to recommend a list
of individual POIs, which are not structured as an itinerary. The
focus of these works are more on the relevance of individual POIs
to users, rather than recommending an itinerary of connected POIs
with the various user constraints.

Itinerary Recommendation withMandatory POIs. The use
of a set of POIs that must be visited is a further extension to the
itinerary recommendation problem and has been explicitly ad-
dressed in only a few papers. Gendreau et al. [10], presented a
branch-and-cut algorithm formulated as an ILP and tested against
several heuristics. Compulsory vertices were incorporated into the
model comprising a subset of total vertices which must be visited
for a successful tour. Conclusions focused on the success of solving
problems with a larger number of vertices rather than the impact
of compulsory vertices.

Must-see (or "specified nodes") were incorporated in the the
model used in an early paper by Laporte et al. [14]. This work used
a branch-and-bound algorithm to find optimal tours where specified
nodes were to be visited exactly once. Again the focus of the work
was not the effect of compulsory nodes but the computational
effort required for sub-tour elimination. Later work by Li et al. [16]
presents an approach for the constrained orienteering model with
compulsory nodes, however the formulation of the problem is based
on network flow theory and differs markedly from that used here.

Main Differences with Our Work. While these earlier works
offer interesting insights into the itinerary recommendation prob-
lem, our work differs from them in the following ways: (i) the works
on Operations Research focus on the optimality of their solutions,
typically utilizes synthetic datasets and do not consider must-visit
POIs, while our work uses real-life POI itineraries mined from a
Flickr geo-tagged photo dataset and consider must-visit POIs; (ii)
the works on Itinerary Recommendation using Social Media utilizes
a real-life dataset but does not consider must-visit POIs in their
problem formulation, whereas our work considers this additional
constraint; (iii) the works on Top-k POI Recommendation focus on
recommending a ranked list of individual POIs, whereas our work
requires the recommendation of relevant POIs, and additionally the
planning of an itinerary through these POIs with a specific starting
and ending POI that can be completed within a certain time; and (iv)
the works on Itinerary Recommendation with Mandatory POIs, like
works on Operations Research, is focused on solution optimality and
uses synthetic datasets where the profit are randomly generated,
while our work uses a real-life dataset where the POI profit reflect
the popularity of POIs based on their number of visits. In addition,
our formulation of the must-visit POIs allows for the flexibility
to recommend itineraries that include a subset of must-visit POIs,
instead of having to include all POIs like the earlier works.

3 BACKGROUND AND PROBLEM
In this section, we present some basic definitions used in our work
and formulate the TourMustSee problem.



3.1 Problem definition
Our proposedTourMustSee problem of recommending an itinerary
with must-see POIs is NP-hard [10, 16]. The complexity of Tour-
MustSee is exponential as the set of POIs grow and the problem
becomes intractable using a “brute-force” approach. This problem
is similar to the Travelling Salesman Problem with Profits and the
Orienteering Problem, where the objective is to maximise a total
score (accumulated from visiting POIs), while keeping travel time
between POIs under a fixed budget. The recommended itinerary
begins at a specified starting POI and terminates at another.

This problem can be represented as a graph G = ⟨V ,E⟩ where
N = |V | and V = {v1, ...,vN } the set of vertices (or POIs), and E is
the set of connecting edges. Each edge connecting vertex i to j has
a travel time cost and is known for allv ∈ V and can be represented
as ti, j . The total time budget for the tour is Tmax which limits the
number of vertices in a tour. Each vertex also has a non-negative
known score Si for all vi ∈ V where i ∈ {1, ...,N }.

We define an itinerary as a path between distinct starting and
ending POIs, containing at least one other POI, where POIs are
visited only once and sub-tours are excluded. Let P be a set of POIs
withp1 as the starting POI andpN the destination POI, an itinerary I
is a sequence of connected POIs such that I = {p1, ...,pN }. We intro-
duce a setM of must-see POIs whereM = {m1, ...,mL} where L ≤

N , ideally L is much smaller than N . An itinerary with must-
see POIs IM can subsequently be presented as a sequence IM =
{p1, ...,m1, ...,mL , ...,pN } where p1,pN < {m1, ...mL}.

3.2 Formulation
By applying a linear programming approach to the problem we
can specify the generation of an itinerary without must-see POIs as
the optimization of an objective function and adherence to various
constraints. We first describe the objective function of maximizing
the utility/score of a recommended itinerary to a user (Equation 1),
which is formally represented as:

Max
N−1∑
i=2

N∑
j=2

Sixi, j (1)

where xi, j =

{
1, if vertex i is visited followed by j

0, otherwise
Si represents the score for including pi in a tour, where i =

1, ...,N . The score is a known non-negative value that represents
the popularity score of a POI based on frequency-based visit counts,
which is derived from Flickr geo-tagged photos taken in close prox-
imity to that POI [20].

The existing model I (that excludes must-see POIs), is subject to
the following constraints:

(1) A tour itinerary must begin at the chosen start POI and
terminate at the chosen end POI (Equation 2).

N∑
j=2

x1, j =
N−1∑
i=1

xi,N = 1 (2)

This constraint allows the tourist to select starting and end-
ing POIs based on their preferences, such as POIs that are
conveniently located near their accomodation.

(2) No POI can be visited more than once and all nodes in the
path must be connected (Equation 3).

N−1∑
i=1

xi,k =
N∑
j=2

xk, j ≤ 1 ∀k = 2, ...,N − 1 (3)

As our TourMustSee problem is targetted at tourists, this
constraint ensures that we do not recommend a tour itinerary
that comprises multiple visits to the same POI or a tour
itinerary that is not connected.

(3) At least one additional POI (other than the start and ending
points) must be included (Equation 4).

xi, j = 0, where i = p1 and j = pN (4)

This constraint ensures that our algorithm does not recom-
mend a tour itinerary that is overly simplistic in the form
of a direct path from the starting POI to ending POI, which
could occur if the time budget is too small.

(4) Total tour duration D cannot exceed the specified budget B
(Equation 5).
N−1∑
i=1

N∑
j=2

Di, jxi, j ≤ B, where Di, j = TravelTime(i, j)

+VisitDuration(j)

(5)

TravelTime(i, j) is the time taken to walk from pi to pj at a
speed of 4kph.3 This is a known non-negative value provid-
ing a time approximation based on the geospatial distance
betweenpi andpj in minutes.VistDuration(j) is the average
visit time (in minutes), identified for eachp ∈ P , derived from
the real-life itineraries of all users in the Flickr geo-tagged
photos dataset. The budget B represents the maximum time
allowed for the tour to finish and cannot be exceeded.

(5) Sub-tours are to be eliminated (Equations 6 and 7).

2 ≤ pi ≤ N , ∀i = 2, ...,N (6)

pi − pj + 1 ≤ (N − 1)(i − xi, j ), ∀i, j = 2, ...,N (7)

A sub-tour is a separate loop comprising POIs that do not in-
clude the starting and ending POIs, thus leading to a solution
that comprises two disjoint itineraries. Thus the elimination
of such sub-tours is important in the Orienteering problem,
TSP and similarly our TourMustSee problem. However,
eliminating sub-tours before optimizing the model is expo-
nential in complexity. A common method used to remove
sub-tours while avoiding excessive computation cost is the
MTZ [21] approach, which we utilize in this work. This
method examines an initially generated tour t for sub-tours
and adds a constraint to the model for each sub-tour found.
The model is then re-evaluated with the new constraints pro-
ducing a new tour t′which is again evaluated for sub-tours.

3We used a walking speed of 4kph in this paper but this travelling speed can be
generalized to other transport modes, e.g., faster speeds for cars. Also, we can use a
time-dependent travel speed to represent different traffic conditions at different times,
e.g., slower travelling during peak hours.



The iteration continues until a solution is found without
sub-tours.

3.3 Must-see POI(s) constraint
In addition to the constraints above, we introduce a constraint that
ensures a set of must-see POIs are visited in a successful solution.
The set of must-see POIsM must be visited such that:

N−1∑
i=1

xi,m =
N∑
j=2

xm, j = 1,∀m ∈ M = {m1, ...,mL} where L = |M |

(8)
For each m ∈ M , m ∈ P and L ≤ N where N = |P |. This

constraint expresses that a valid tour must include a connection to,
and from each nodemi in the setM . This constraint reflects the real-
life consideration of tourists to include must-see POIs, which are
often major attractions that are consisted essential to visit, (such as
the “Buda Castle” in Budapest or Toronto’s Royal Ontario Museum).
This constraint can also be easily adapted to include a subset of the
must-visit POIs, instead of all POIs like earlier works, by changing
L = |M | to L ≤ |M | in Equation 8.

4 EXPERIMENTAL DESIGN
In this section, we describe our experimental design, which in-
cludes a description of our dataset, baseline algorithms, evaluation
methodology and metrics.

Table 1: POI data sets

Set ID City Connections POIs
1 Budapest 1332 39
2 Edinburgh 650 26
3 Toronto 812 30
4 Vienna 756 29
5 Glasgow 600 29
6 Perth 462 25
7 Osaka 552 28

4.1 Data sets
Our experimental evaluation was performed using sets of POIs from
seven cities, (see Table 1). These sets are derived from the Yahoo
Flickr Creative Commons 100 Million Dataset (YFCC100M) which
contains nearly 100 million photos, 69 million with annotations,
and 48 million with geo-tags [25].

POIs were selected based on a list of popular POIs for each city
from Wikipedia [29–32]. The Flickr geo-tagged photos are then
mapped to each POI based on their proximity, thus allowing us to
determine the popularity of each POI and the average visit duration
at each POI. For more details on this dataset, please refer to Lim et
al. [20]. The distance between POIs are geospatial measurements in
meters, which we then convert to a travelling cost in terms of time
in minutes (based on a walking speed of 4 kph). Table 2 provides a
sample of the POI set for the city of Edinburgh.

Table 2: Example POI data set

Origin Destination Distance Score/ Visit duration
POI POI (meters) Profit (minutes)
1 2 2236.79 83 25.32
1 3 795.75 859 47.6
1 4 237.16 895 8.67
1 5 1631.57 552 230.63

4.2 Proposed algorithm and baseline
The baseline for our evaluations is the tour Topt , the optimal path
found by implementing the above problem without the set M , of
must-see POIs. IfM is non-empty then the inclusion of an element
m1 in the resulting tour acts as a constraint on potential solutions.
It is therefore expected that including must-see POIs will result in
a reduction in overall tour score compared with Topt .

Apart from our proposed LP+M algorithm, we also evaluate
other baseline algorithms that are based on variations of ILP:

(1) LP. Generates an itinerary without must-see POIs. This
is the existing ILP model that generates optimal itineraries
subject to the constraints outlined in section 3.2. above, and
is used to generate the tour Topt . These itineraries comprise
a path from a starting to an ending POI where the collected
POI score is maximised and the total tour time is limited by
a given budget. Must-see POIs may be visited in the path
however their inclusion is the product of an optimal tour
rather than explicitly visiting them.

(2) LP+M (our proposedmodel). Generates an itinerarywith
must-see POIs. This model builds on the LP model using
the same objective function and constraints but adds a new
constraint ensuring that must-see POIs are included in all
solutions. This function models a typical itinerary situation
where the user wants to visit several POIs as a part of a
larger more general tour.

(3) MaxM. Based on the approach used by Laporte et al.[14]
that generates an itinerary with must-see POIs by allocating
a large profit value to each must-see POIs. Combined with
the LPmodel outlined above, successful solutions contain the
must-see POIs as their inflated profits ensure their selection.
This approach provides a reliable means of incorporating
must-see POIs into an ILP model.

(4) GreedyM. Generates an itinerary for the must-see POIs
first, then generates an itinerary for the remaining POIs, and
joins them together. This is a simple yet practical approach
to building itineraries based on visiting compulsory POIs.
As must-see POIs are the focus of the tour, a feasible option
is to visit those POIs first and then use any remaining time
budget to visit some of the remaining POIs. Both parts of
the itinerary can be optimised using the LP approach and
combined together.

The algorithms used for this work were implemented using
the R statistical programming language, and the lp_solve library.
The lp_solve package is a Mixed Integer Linear Programming
(MILP) solver based on the simplex method, and branch and bound
algorithm [2].



4.3 Experimental Setup
A total of 9,100 tours were generated to evaluate the effect of must-
see POIs on itinerary planning and optimality. For each of the seven
cities in the dataset, 300 random starting and ending POIs were
generated and five sets of randommust-see POIs were selected. The
must-see POI sets include cardinalities from one to four POIs and
are selected independently. Each set of must-see POIs is visited in
its entirety.

For the LP algorithm, 700 tours are generated and the number
of visited must-see POIs in each tour is recorded. For the LP+M,
MaxM and GreedyM algorithms, 2,800 itineraries are generated
for each, with 2,100 tours created for each of the four sets of must-
see POIs. The cities used for this work contain varying numbers
of POIs dispersed with urban areas of differing size and density. In
order to provide tour time budgets which reflect these variations,
each city’s budget was calculated using the formulation below:

[µ(Ptravel ) + µ(Pvisit )] · q, where q = L + 2 (9)

The time budget for each city is the sum of the median travel
time µ(Ptravel ) in minutes and visit durations, µ(Pvisit ) for each
POI in the city.4 The result is multiplied by q which represents
the minimum number of POIs required to visit the largest set of
must-see POIs. In our case the largest set comprises four POIs, and
with the inclusion of the start and end POIs q = 6.
Table 3: Number of LP tours (out of 100) which visited all or
at least one must-see POIs. Higher values are better.

Visited all Visited at least one
# must-see POIs # must-see POIs

City 1 2 3 4 1 2 3 4
Budapest 26 10 2 0 26 49 62 65
Edinburgh 39 14 13 0 39 61 85 90
Toronto 31 12 6 0 31 57 77 85
Vienna 38 15 4 3 38 57 70 87
Glasgow 34 15 8 4 34 66 72 83
Perth 44 11 10 2 44 63 81 84
Osaka 41 19 11 4 41 63 81 84

4.4 Evaluation Metrics
To evaluate the performance of our algorithm against the various
baselines, we utilize the following evaluation metrics:

(1) Inclusion of Must-see POIs. Whether a recommended
itinerary includes the set of must-see POIs.

(2) Tour Profit. The total profit from all POIs in a recommended
itinerary.

(3) POIsVisited. The number of unique POIs in a recommended
itinerary.

(4) Utilized Budget. The total budget utilized for a recom-
mended itinerary, i.e., the total cost needed to travel between
POIs and visit durations at POIs.

4This definition of time budget realistically considers both travelling time and POI
visiting durations, and the same time budget is used for our proposed algorithm and
all baselines to ensure the same experimental setting for a fair evaluation. Although
we can use other definitions of time budget, the general result trends will be the same
as the same time budget is used for all algorithms.

Table 4: Number of successful tours (out of 100) which in-
cluded must-see POIs. Higher values are better and the best
performance among LP+M, GreedyM and GreedyM are in
bold/blue.

LP+M MaxM GreedyM
# must-see POIs # must-see POIs # must-see POIs

City 1 2 3 4 1 2 3 4 1 2 3 4
Budapest 79 58 39 21 74 53 37 19 77 59 39 17
Edinburgh 82 75 53 38 82 69 50 36 82 75 53 32
Toronto 77 43 27 4 76 40 26 4 75 42 20 4
Vienna 80 50 28 21 79 50 30 20 81 45 29 16
Glasgow 77 57 28 18 74 53 25 15 76 52 26 13
Perth 82 57 47 20 82 55 46 20 82 54 44 18
Osaka 88 82 66 49 87 76 65 45 91 80 62 39

Table 5: Average number of POIs visited including failed
tours by algorithm, must-see set size and city. Higher values
are better and the best performance among LP+M, GreedyM
and GreedyM are in bold/blue.

LP LP+M MaxM GreedyM
# must-see POIs # must-see POIs # must-see POIs

City 1 2 3 4 1 2 3 4 1 2 3 4
Budapest 10.7 7.6 5.8 4.0 2.0 7.4 5.5 3.9 1.9 7.1 5.0 3.3 1.2
Edinburgh 10.2 8.6 7.9 5.4 4.0 8.6 7.4 5.2 3.8 8.2 7.1 4.8 2.8
Toronto 9.6 6.5 3.7 2.4 0.4 6.4 3.6 2.4 0.4 6.0 3.2 1.6 0.3
Vienna 10.0 7.9 5.1 2.7 1.9 7.9 5.1 3.0 1.9 7.4 4.1 2.3 1.3
Glasgow 10.2 8.2 6.1 3.1 2.0 7.9 5.8 2.9 1.8 7.6 4.9 2.5 1.3
Osaka 10.4 9.3 8.4 6.7 5.0 9.3 8.0 6.6 4.7 8.9 6.8 5.0 2.9
Perth 9.0 7.6 4.9 4.2 1.9 7.6 4.9 4.2 1.9 7.4 4.4 3.7 1.5

Metric 1 allows us to determine if the recommended tour itineraries
fulfilled the constraint of visiting the entire set of must-see POIs (or
at least one of the must-see POIs). Metrics 2 and 3 measure the total
profit and number of visited POI in a recommended tour, which
reflect the perceived utility value to a tourist, i.e., a tour with higher
profit and more POIs is better. Metric 4 examines the total time bud-
get used for a tour itinerary and a preferred tour is one that utilizes
more time for visiting POI compared to travelling between POIs.
These evaluation metrics and related variants are also commonly
used in similar itinerary recommendation works [4, 6–8, 17].

5 EXPERIMENTAL RESULTS
In this section, we present and discuss the experimental results in
terms of inclusion of must-see POIs, total tour profit, total POIs
visited and utilized budget.

5.1 Inclusion of Must-see POIs
The LP algorithm without must-see POI constraints provides the
optimal tour Topt and is the basis for comparisons with the other
methods. The LP algorithm does not make any guarantees about
visiting of any of the must-see POIs in a generated tour, and in 37%
of cases did not visit a single must-see POI. Table 3 presents the
number of tours generated by the LP method which successfully
visited all POIs in the must-see sets. The incidence of such tours
declined rapidly as the must-see set size increased, however the



Figure 2: Average tour profit by number of must-see POIs to visit. Higher values are better.

number of tours visiting at least one must-see POI increases as
more options become available.

While nearly all tours generated by the LP method were success-
ful, the number of successful itineraries produced when must-see
POIs were included was below perfect. As must-see POIs are in-
cluded as a constraint on the model, it is not surprising that neither
LP+M, MaxM nor GreedyM could find solutions for all tours com-
binations.

Table 4 presents the number of successful tours foundwith LP+M,
MaxM and GreedyM, along with the sizes of the must-see POI set.
The success rate of each method is nearly identical and clearly
shows the effect of increases in the number of must-see POIs to be
visited. Interestingly, Toronto experienced a lower success rate for
nearly all set sizes compared with the other cities even though it
had the second highest number of POIs to select from.

5.2 Profit of Recommended Tours
The inclusion of the constraint to visit all must-see POIs reduces
average tour profit, and is illustrated in Figure 2 where average
profit values are lower than the optimum for the LP+M, MaxM and
GreedyM algorithms. Figure 2 presents average profits and standard

error including failed tours and clearly displays the retarding effects
of must-see POIs.

The results on the average profit of tour itineraries confirm the
superior performance that LP+M has over the MaxM and GreedyM
algorithms. LP+M consistently recommends tour itineraries with
greater profitability and a higher POI visitation rate than GreedyM,
and found greater numbers of successful solutions than MaxM. As
expected, the average profits decline with both approaches as the
must-see set increases in size. However, regardless of the size of
must-see POIs set, LP+M offers the best performance in terms of
tour profit, followed by MaxM and then GreedyM.

5.3 Total POIs in Recommended Tours
As shown in Table 5, the average number of total POIs visited for
each algorithm’s tours tends to decline from the optimum as the
must-see set increases. The must-see size of four often included
more POIs in successful tours than smaller must-see sets. The
GreedyM algorithm produced tours with a POI count that was
on average lower than that for LP+M and MaxM. This result indi-
cates sub-optimal performance of GreedyM, compared to LP+M
and MaxM.



Figure 3: Average travel time and visit duration, top columns represent travel time while the bottom columns represent visit
duration. Higher values for visit duration are better, while lower values for travel time are better.

Compared to GreedyM and MaxM, LP+M consistently recom-
mends tour itineraries with the most number of POIs for the same
number of must-see POI. This result shows that despite the same
constraint in terms of must-see POIs, LP+M is able to recommend
tours that satisfy these constraints and yet recommend better tours
that comprises more POIs.

5.4 Utilized Budget of Recommended Tours
While the total time budget for the itineraries was never exceeded,
GreedyMproduced the shortest tours andwasted the largest amounts
of available time, as shown in Figure 3. GreedyM also produced
solutions with higher average travel times compared with the LP,
LP+M and MaxM approaches. This result is not surprising given
that GreedyM does not optimise the tour as a whole, but rather
does it in two parts leading to inefficiencies.

The inclusion of must-see POIs as a model constraint when
generating travel itineraries results in tours with lower profitability
and higher travel times compared to those without must-see POIs.
The extent of this reduced performance increases markedly as the
size of the must-see set increases. Further, the likelihood of failing

to generate a valid itinerary increases substantially as more must-
see POIs are included in the tour. Interestingly though, there is a
high chance (around 30%) that a single must-see POI may be visited
by an algorithm which ignores the must-see set when optimising.

5.5 Discussion
These results show the general good performance of our proposed
LP+M algorithm over the GreedyM and MaxM baselines, while
the LP algorithm was included to demonstrate an optimal solution
that does not consider must-see POIs. Compared to LP, GreedyM
and MaxM, our proposed LP+M algorithm is able to recommend
the highest number of successful tour itineraries, i.e., those that
include the must-see POIs. In addition, our LP+M algorithm is able
to consistently recommend tour itineraries that comprises a higher
number of POIs and a higher total tour profit, compared to the
GreedyM andMaxM baselines, thus resulting in tour itineraries that
are more satisfying for tourists based on these measures. The LP+M
algorithm also utilizes the available time budget more efficiently
than the GreedyM baselines, as it schedules tour itineraries with
more time allocated to visiting POIs than travelling between POIs.



Based on these evaluation metrics, experimental results show that
LP+M is the overall best performing algorithm, followed by MaxM
then GreedyM.

6 CONCLUSION AND FUTUREWORK
In this work, we have proposed and formulated the TourMustSee
problem, which incorporated a set of must-see POIs into travel
itineraries, along with considerations of a starting/ending POIs and
travel times between POIs and visit durations at POIs. We then
solved this TourMustSee problem as an Integer Linear Program,
and we denote this approach as the LP+M algorithm. Compared
with various baselines, LP+M performed consistently better with
higher average profits, a greater average number of visited POIs,
and a higher POI visit duration. Our algorithm incorporates both
travel time and POI visit durations and incorporates real-world data
gathered from publicly accessible sources. Using a well established
ILP model as the base for LP+M also ensures a robust and efficient
optimisation strategy which produces consistent results.

This work fills a gap in existing research by providing a specific
analysis of must-see POIs and their impact on optimal itineraries.
Future work would include further evaluation with a more diverse
range of alternate heuristics to validate this research, and to re-
peat the experiment on more cities and POI sets. Nonetheless, it
is clear through our evaluations that LP+M successfully and effec-
tively incorporates must-see POIs into optimised itineraries and
out-performs various baselines. In future, we intend to extend this
work to recommend tour itineraries that span multiple days and
regions, and consider additional aspects such as weather, accom-
modation, restaurants and POI admission fees.
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