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Abstract
In academic writing, bibliography compilations is essential but time-
consuming, often requiring repeated searches for references. Hence,
an efficient tool for faster bibliography compilation is needed. Our
work offers a solution to the challenges of managing large-scale bib-
liographic databases, introducing a new algorithm that improves
both efficiency and sensitivity. Using two-vector semantic mod-
elling, bibliographic entries and queries are embedded into the
same vector space to select relevant references based on semantic
similarity. Experimental results with 3.37 million entries show the
method reduces the time needed to generate a manageable subset,
streamlining scholarly writing. Our code and dataset are publicly
available at https://github.com/cestwc/bibliography-pre-selection.
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• Information systems→ Retrieval tasks and goals; Recom-
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1 Introduction
Compiling a bibliography is crucial but tedious in scientific writ-
ing [6, 45], frequently involving an initial broad literature review [14]
followed by specific references selection [12, 40]. References can
be added either manually by retrieving the official format from
databases like ACM Digital Library or by using BibTeX files. While
the manual approach is time-consuming, using BibTeX creates large
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Figure 1: An illustration of 𝑥1⋊̄𝑥2. A two-vector model can be
visualised as a parallelogram representing two instances of
citation information, where query and entry vectors form
the vertices. Adjusting these vectors changes the shape, influ-
encing citation probabilities. A rectangle would suggest equal
citation likelihood. This analogy simplifies the complex,mul-
tidimensional nature of the two-vector representation.

files that slow down manuscript compilation, especially on plat-
forms like Overleaf with file size limits. Dividing bibliographies to
meet these constraints is inefficient as academic papers expand.

The ideal scenario is where researchers have the exact bibliog-
raphy they need when they start writing. Recent advancements
in digital library systems and tools aim to improve the process of
selecting relevant citations. For instance, Kreutz et al. [19] used for-
mal process modelling techniques, while Dutta et al. [10] leveraged
machine learning for these purposes. However, these systems still
face challenges, such as overwhelming users with irrelevant articles
or missing critical documents due to rigid search algorithms.

Contributions. Instead of using an exact subset, we propose a
new approach to generate a superset of references based onminimal
input, like a topic or title, without requiring detailed sections. The
challenge is to minimise omissions. Instead of traditional binary
classification, we suggest a two-vector embedding technique. This
method embeds both queries and entries in vector space, allow-
ing for efficient selection by measuring semantic similarity while
accounting for citation asymmetry, as shown in Figure 1. Our ex-
periments demonstrate high recall and effective subset generation.

2 Bibliography Pre-selection Problem
While pre-loading the full bibliography B brings convenience to
users, it is not scalable due to the large file and being time-consuming
to manage, e.g., more than 100 gigabytes if the scope of all articles
is as large as Semantic Scholar. The querying procedure shifts from
manual searches in digital libraries to automated searches during
scholarly writing. Thus, we explore whether we can retain the ben-
efits of a pre-loaded bibliography while avoiding an overly large
data volume. More specifically, can we heuristically find a subset
of all articles whose citation information is pre-loaded? This subset
should cover all literature an author might possibly need.

https://github.com/cestwc/bibliography-pre-selection
https://doi.org/10.1145/3677389.3702495
https://doi.org/10.1145/3677389.3702495
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Definition 2.1 (Bibliography Pre-selection). Given a digital library
D, its associated bibliography set B, and a user prompt query 𝑞,
bibliography pre-selection produces a bibliography subset S ⊂ B.

The user prompt 𝑞 in Definition 2.1 generally pertains to the
topic the author intends to write about. Let 𝛼 stand for the work
an author intends to write. For simplicity, 𝑞 can be considered a
segment of the current 𝑥𝛼 ∈ B, such as the title, abstract, and
keywords. We denote the bibliography pre-selection process using
𝑆 , i.e., S := 𝑆 (D,B, 𝑞).

Objective of Bibliography Pre-selection Algorithms. Bibliography
pre-selection aims to improve bibliographic search. A desirable pre-
selection mechanism should allow users to seamlessly leverage the
Bibkey copy-paste strategy for smooth scholarly writing. Two key
properties are essential: minimizing undefined Bibkeys (i.e., missing
citation information in S) and keeping the data volume of S man-
ageable for efficiency. Formally, the optimisation of bibliography
pre-selection is captured as follows, where uniform distribution U
considers each article in the digital library equally important.

min
𝑆

{
Ez∼U(D) [𝑃 (𝑡 ∉ 𝑆 (D,B, x) | 𝑡 ∈ ref (z))]

}
,

subject to ∀𝒛 ∈ D. |𝑆 (D,B, 𝑥) | < 𝛿.
(1)

where z is a random variable of an article, and x denotes its asso-
ciated citation information. ref (z) denotes references in z. 𝛿 is a
reasonable constant, e.g., 50,000.

Therefore, when evaluating a bibliography pre-selection algo-
rithm, we examine whether the constraint is satisfied and how
effectively the objective is minimised. It is not necessary to let
S = ref (𝒛𝛼 ), as authors do not need to read or use all articles in S.

Overall, the bibliography pre-selection problem is a specific type
of personalised or customised bibliography selection, characterised
by its properties as described in Equation 1. The aim of this study
is to propose a method that effectively addresses this problem.

3 Two-vector Semantic Embedding for
Bibliography Pre-selection

We present our solution to the bibliography pre-selection problem.
As described in Equation 1, the goal is to select at most 𝛿 articles
from the entire digital libraryD, forming a bibliography set S based
on the selection prompt 𝑞. The prompt 𝑞 can be derived from any
information related to 𝒛𝛼 , such as an abstract or main text, but for
simplicity, we assume citation information captures the essence of
a work. Thus, we let 𝑞 be a segment of 𝑥𝛼 . In this study, we use
information solely fromB rather thanD. Features of cited and citing
articles are represented by their respective citation information 𝑥 ,
and we classify whether two pieces of citation information, e.g., 𝑥1
and 𝑥2, indicate a citation relationship.

3.1 Two-vector Represented Feature Distance
We define the citation link 𝑥1 ⋊ 𝑥2 to indicate that article 𝒛2 should
cite or actually cites article 𝒛1. We then use supervised machine
learning to predict whether 𝑥1⋊̄𝑥2 or ¬𝑥1⋊̄𝑥2.

Feature Encoding. Neural networks extract features from citation
information differently depending on whether an article is citing or
cited. Models like recurrent neural networks or transformers map

Figure 2: Our training involves two distinct models with po-
tentially identical architectures but different parameters. Fea-
tures are extracted separately from the query and entry texts,
generating fixed-size vector representations, 𝒆𝛼 and 𝒆𝛽 . We
then compute the cosine similarity between vectors 𝒆𝛽1 and
𝒆𝛼2 to quantify the similarity between the query and entry,
with values ranging from [-1, 1] or distances from [0, 2].

raw text input into dense vector spaces [29, 42]. Tokens are first
converted into high-dimensional one-hot vectors, which are then
processed through layers that capture semantic relationships [9].
For example, each token (𝑥𝑖 ) 𝑗 from a vocabulary of size 𝑣 is repre-
sented as a 𝑣-dimensional one-hot vector 𝒗𝑖, 𝑗 . A dense token vector
in embedding space dimension𝑚 is then produced by multiplying
the embedding matrix𝑾 ∈ R𝑣×𝑚 with 𝒗𝑖, 𝑗 , yielding𝑾𝑇 𝒗𝑖, 𝑗 .

Neural networks then capture contextual information in se-
quences of tokens to extract higher-level features. A function(
𝑾𝑇 𝒗𝑖,0,𝑾𝑇 𝒗𝑖,1, . . . ,𝑾𝑇 𝒗𝑖, 𝑗 ,𝑾𝑇 𝒗𝑖, 𝑗+1, . . .

)
↦→ 𝒆𝑖 is learned to map

a sequence of token embeddings to encoded features 𝒆𝑖 . The entire
feature encoding from 𝑥𝑖 to 𝒆𝑖 is learnable, denoted as 𝑓 : 𝑥𝑖 ↦→ 𝒆𝑖 .
As the network trains on large text corpora, it adjusts weights to
create embeddings where similar 𝑥 have similar vector represen-
tations, capturing the semantics and nuances of each [34]. Similar
vector representations typically have shorter distances between
them, which is a fundamental principle in vector space models [28].
A threshold can often be used to decide if two vectors are “close
enough” to be considered similar, facilitating various applications
such as clustering and classification [21].

Two-vector Embedding. An article is more likely to cite a similar one
rather than a very different one. Feature encoding of 𝑥 allows us
to estimate similarities between articles. However, most similarity
measures, such as 𝐿2 and 𝐿1-distances, are symmetric, implying
mutual citation, which is rare. To avoid this unnecessary constraint,
we propose breaking the symmetry for greater flexibility (Figure 1).

We use two distinct vector models to represent the citing and
cited articles differently. Specifically, when an 𝑥 is (from) the citing
work, its information is encoded by 𝑓 𝛼 , and when 𝑥 is potentially
the cited work, its information is encoded by 𝑓 𝛽 . Thus, we have:

𝒆𝛼𝑖 = 𝑓 𝛼
(
𝑥𝑖
)
, and 𝒆

𝛽

𝑖
= 𝑓 𝛽

(
𝑥𝑖
)
. (2)

Note that these two representation schemes map from the same
input citation information space to the same output vector space.
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Table 1: Demonstration of a small subset of the parallel dataset, where the inputs are 𝑥𝛼 and 𝑥𝛽 , and the label is the citation
link between them. For simplicity, we include only the title information (a segment of 𝑥) in this demonstration. Note that the
pre-selection links are to be trained based on the ground truth labels of the citation link ⋊.
𝑥𝛼 , e.g., query title 𝑥𝛽 , e.g., entry title Label
Emotion Cause Extraction - A Review of Various
Methods and Corpora

Incongruent Headlines: Yet Another Way to Mislead Your Readers False (¬𝑥𝛽 ⋊ 𝑥𝛼 )

Assessing Hidden Risks of LLMs: An Empirical Study
on Robustness, Consistency, and Credibility

Evaluating and Enhancing the Robustness of Neural Network-
based Dependency Parsing Models with Adversarial Examples

True (𝑥𝛽 ⋊ 𝑥𝛼 )

Thus, given two inputs 𝑥1, 𝑥2 ∈ B, we can directly measure the
distance between 𝑓 𝛼

(
𝑥2
)
and 𝑓 𝛽

(
𝑥1
)
, e.g., 𝐿2-distance.

Key Innovation. The proposed two-vector embedding separates
vector models for queries and entries, making the learning of cita-
tion links reasonable, especially when a symmetric distance mea-
surement between vectors is retained.

Same Vector Space but Slightly Shifted Encoding. To build two
feature extractors mapping into the same vector space, we must
ensure that for any article 𝒛, the vectors 𝒆𝛼 and 𝒆𝛽 are close to each
other. The idea is that if a comprehensive semantic representation
is created for all citation information in B, not just for determin-
ing citation links, there would be one best representation scheme
or a group of equivalent schemes that can be deterministically
transformed into each other. Thus, 𝒆𝛼 and 𝒆𝛽 should not deviate
significantly from their “best-representing feature vector”, denoted
as 𝒆Ω .

Our two-vector model uses two distinct models to transform ci-
tation information into vectors within the same dimensional space
for comparison. The innovation is in using separate models for
queries and entries, allowing for nuanced semantic representation
based on whether the context is citing or cited. This approach pro-
vides two distinct distance metrics that capture the asymmetry of
bibliographic relationships, leading to a more accurate citation con-
text representation. Existing sentence embeddings are insufficient
due to difficulties in aligning different representations and their
inability to capture scholarly nuances. Therefore, we must train
two feature extractors specifically for this task.

Vector Model Learning. In this section, we describe how 𝑓 𝛼 and 𝑓 𝛽

learn from the database B for accurate representation.

Parallel Dataset. We first transform B into a parallel dataset,
where the input features are pairs of citation information in the
𝛼 and 𝛽 roles. The label is a binary value indicating whether the
work in the 𝛼 role cites the work in the 𝛽 role. Since B is finite
at any given time, the size of this parallel dataset, approximated
by |B × B|, is also finite. This dataset can be used to train various
binary classifiers.

We train the proposed two-vector model using a parallel dataset,
arranging 𝑓 𝛼 and 𝑓 𝛽 in a Siamese architecture, as shown in Figure 2.
Unlike traditional Siamese networks, which use symmetric distance
functions and shared weights between extractors [5, 39], we apply
separate models for asymmetric inputs [44], mapping them into
the same embedding space. The network learns to assess similarity
between text pairs, with similarity scores ranging from 0 (dissimilar)
to 1 (similar). A contrastive loss function encourages the network
to minimise distances for similar pairs and maximise them for
dissimilar ones [35], enhancing its ability to detect similarities.

Negative Sampling. A challenge arises due to the imbalance in
the dataset, where True citation links are rare, making up no more
than 1 in a million. Most articles cite only a few tens or hundreds
of others, leaving the majority uncited. To address this, we use
negative sampling during training [29]. The neural networks learn
from every True citation link but only from a subset of False links.
When learning False links, an uncited work is randomly selected
from the same or earlier years. The sampling ratio 𝜆 controls the
number of negative samples relative to positive ones. Typically,
𝜆 = 1 means one negative sample per positive sample, maintaining
balance. Adjusting 𝜆 allows for fine-tuning, with higher values
increasing negative samples to enhance precision.

3.2 Fast Vector Search
As each citation information 𝑥𝑖 receives its two features 𝒆𝛼

𝑖
and

𝒆
𝛽

𝑖
, we can determine the citation link statuses using vector search.

This method is efficient because each feature is calculated only
once, rather than recalculating it for every link determination. We
use the K-D Tree [1] to fast select citation information instances
most pertinent to the 𝛼 instance. By querying the K-D Tree, we
rapidly identify the 𝑘 closest neighbours to 𝒆𝛼

𝑖
, among {𝒆𝛽

𝑖′ | 𝑖
′ =

1, 2, . . . , |B| ; 𝑖′ ≠ 𝑖}. These 𝑘 instances represent our pre-selected
(most relevant) bibliography.

This approach reduces the computational load and time required
by avoiding repetitive computations for each instance. The time
complexity of selecting the 𝑘 closest 𝒆𝛽

𝑖′ to a 𝒆𝛼
𝑖
involves the fol-

lowing steps. For each of the |B|, or simply 𝑛, entries in the B,
calculating the distance to the query vector results in 𝑂 (𝑛) time.
Sorting all distances has a time complexity of 𝑂 (𝑛 log𝑛). Once the
𝑘 smallest distances are identified, retrieving the corresponding 𝑘
entries is 𝑂 (𝑘), typically negligible compared to the earlier steps.
Thus, the overall time complexity is dominated by the sorting step
𝑂 (𝑛 log𝑛).

4 Experiments and Results
We conduct experiments to evaluate the performance of our bibliog-
raphy pre-selection method. The goal is to integrate seamlessly into
researchers’ workflows, minimizing disruption. The pre-selected
bibliography should achieve high recall, covering as many relevant
works as possible while avoiding excessive entries that could hinder
writing efficiency. We next describe the common train/test dataset
setup for the experiments, followed by the experiments and results.

Research Question. We investigate the minimum subset size re-
quired for full recall and the recall-size trade-off. This ensures that
the selected bibliography is comprehensive, supporting high-quality
research with minimal manual effort. Intuitively, perfect recall can
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Figure 3: Recall with respect to positive prevalence (PP) se-
lection. (a) micro recall calculates for all query-entry pairs
in the test dataset. (b) focuses on macro recall for each query,
determining the proportion of required bibliographic entries
successfully included for each query title.

be achieved by pre-selecting the entire set if the subset size is not
constrained. However, as the set size constraint becomes tighter,
achieving comprehensiveness becomes more challenging. This re-
lationship can be illustrated with a PP-recall curve, where the hori-
zontal axis represents the proportion of elements in the subset, and
the vertical axis represents the recall. Figure 3a demonstrates this
recall-size trade-off for various pre-selection mechanisms. Specifi-
cally, our method is compared with three baselines and generally
performs best. When subset sizes are equal, our method has the
highest recall; when recalls are the same, it achieves the smallest
subset size.

Scholarly Dataset. We created a citation link parallel dataset us-
ing a subset of Semantic Scholar, selecting ACL Anthology articles
as𝛼 articles. References not found in the ACL anthology are sourced
from Semantic Scholar, resulting in 3.37 million samples. We used
five-fold cross-validation, alternating between training and valida-
tion. Bibliographic inputs include titles and abstracts for efficient
querying. We also tested with the PubMed Diabetes dataset [11],
consisting of 19,717 𝛼 articles from a different domain.

Baselines and ProposedMethod. We compared the proposed method
against various baselines, including:

Word Search: A fast and straightforward rule-based method that
uses ROUGE [23] to determine overlapping similarity scores based
on the words used between two texts. Such word-based similarity
search methods are also commonly used for information retrieval
and recommendation systems [31].

End-to-end: A common strategy that concatenates all inputs (𝑥𝛼
and 𝑥𝛽 ) with separator tokens like [SEP] and apply an end-to-end
binary classifier (BERT [9] in our case), which is often used in tasks
like natural language inference [3], question answering [22], or
topic-focused summarisation [30, 41].

Single Vector: A third baseline method is sentence embedding
(RoBERTa-base), where similarity is evaluated from embedding
vectors [35], and if greater than a threshold, a ⋊̄-link is given.

Two-Vector Model (Ours): The key innovation in the proposed
method is using two slightly shifted features. We use transformer
encoders with a 12-layer RoBERTa base model [25] to extract a
normalised 768-dimensional vector from input text. These vector

models are fine-tuned from single-vector sentence embedders for
five epochs with a batch size of 8 and a learning rate of 2 × 10−4,
using the AdamW optimiser [26]. The training schedule includes a
10,000-step warm-up, linear learning rate decay, a 0.1 dropout rate,
and a 1.0 maximum gradient norm for stability.

Metrics: With some notation abuse, recall (true positive rate)
is (# (⋊̄,⋊) /# (⋊̄)). Predicted prevalence (PP) is (# (⋊̄) /(# (⋊̄) +
# (¬⋊̄)). We use the macro and micro PP-recall curves to show the
recall-size trade-off, which can be converted from a traditional ROC
curve by PP = (FPR × N + TPR × P)/(P + N).

Result. Our two-vector model, evaluated under different positive
rate thresholds, matches the performance of a binary classifier
trained on the same data and outperforms the single-model system
or keyword search. We aim to find the minimum subset size for
full recall in the bibliography selection. By varying the predicted
prevalence, we observed increases in the recall. At a threshold
of 1.09 × 10−3 or higher, 95% of queries successfully retrieved all
required entries. This balance demonstrates high correctness in
bibliography selection while reducing review volume.

5 Related Work
Bibliographic systems have evolved from manual processes to AI-
driven models [17]. Early systems, as from Luhn [27], used auto-
mated indexing with simple statistics, followed by the Boolean
model for complex queries [37]. The vector space model [36] im-
proved document ranking with cosine similarity, and machine
learning models like BERT [9] further enhanced search accuracy.
However, challenges like query ambiguity and document diversity
remain [7, 32]. Semantic analysis in bibliographic selection has
advanced with keyword indexing [15], Boolean logic, controlled
vocabularies [18], and topic modelling [38]. With the recent ad-
vancement of natural language processing and Latent Semantic
Indexing [8], there is a significant improvement in concept under-
standing, and ontology-based systems with an enhanced contextual
understanding of terms [13, 24].

Recent research aim to improve digital library functionality [43].
Chekuri et al. [4] developed a system for long documents with ad-
vanced search features, while Kreutz et al. [20] introduced SchenQL,
a query language for complex bibliographic searches. Personali-
sation has also become a key focus, with Nomoto [33] proposing
a method for re-ranking search results based on user preferences.
Additionally, Bevendorff et al. [2] introduced the Scientific Multi-
Authorship Corpus (SMAuC) to study collaboration patterns in
academic publications, informing future bibliography systems.

6 Conclusion
We proposed a two-vector representation technique to enhance bib-
liographic selection by improving efficiency and accuracy through
semantic analysis. Addressing citation relationship asymmetry and
utilising advanced algorithms balances recall and operational speed
while reducing computational resources. This scalable approach
shows promise for larger databases, offering a valuable tool for
academic research. Future work could involve more sophisticated
models and improved user interaction, and extending beyond bib-
liography selection to recommendation tasks, such as identifying
similar items to recommend to users [16].
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