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Abstract 1 Introduction

Social media platforms have become integral to daily life and serve
as powerful channels for influencing public opinion, spanning ap-
plications from viral marketing to disinformation campaigns. While
these platforms amplify the reach of marketing efforts, they also
present significant risks when used for spreading misinformation
via campaigns. Thus, it is crucial to understand such information
campaigns by identifying the source, the different discussion topics
within this campaign and how they change over time. Towards
addressing this problem, we develop and present an interactive
system for information campaign source tracing and analysis. This
includes a demonstration and visualization of the main components
of a information campaign, including the source of the campaign
via explicit and implicit links, the discussion topics/clusters, their
content, and how these evolve over different time periods.

CCS Concepts

« Computing methodologies — Natural language processing;
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Online social media platforms, such as Twitter, Facebook, TikTok,
etc, are now heavily embedded in our daily lives, with an average of
2 hours 24 minutes spent on these platforms daily [6]. Social media
has also spread across more than half of the world’s population
with 4.9 billion users in 2023 and is further projected to grow to
5.85 billion users by 2027. Social media has also emerged as a major
source of information, with a wide coverage of topics ranging from
products/services recommendations to geopolitical news. This ef-
fect is evident in how 76% of users have reportedly purchased a
product or service that they initially saw on social media [6].

Due to the effectiveness of social media, it is also highly suscep-
tible to issues such as information campaigns to further the agenda
of an individual or group [8, 15]. For example, anti-government
organizations may utilize disinformation campaigns to influence
public opinions and cause social unrest. Another aggravating factor
is how people are easily misled in such information campaigns,
with research highlighting that “fake news headlines fool American
adults about 75% of the time” [5].

Contributions. To address these challenges, we present Info-
Trace, a system designed to facilitate the understanding of informa-
tion campaigns on social media. InfoTrace enables: (i) tracing the
sources of an information campaign by identifying its initiator(s);
(ii) unsupervised clustering of campaign content to detect discus-
sion topics based on textual and temporal patterns; (iii) text-based
classification of individual social media posts to assess attributes,
such as the type of information; and (iv) visualization tools that il-
lustrate these facets of a campaign across clusters and time intervals.
While InfoTrace is broadly applicable to diverse types of informa-
tion campaigns, including fake news, marketing promotions and
viral complaints on social media, we demonstrate its capabilities
through a case study on tracing disinformation campaigns.

2 InfoTrace System Architecture

Our InfoTrace system comprises four main components, namely:
Data Collection and Pre-processing Component: This com-
ponent collects and loads social media posts, including those belong-
ing to information campaigns, along with general posts of routine
conversations. The dataset is pre-processed through steps, such
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Figure 1: Screenshots of our proposed InfoTrace system: (a) Overview of Detected Clusters; (b) Cluster Change over Time; (c)

Link Types and Post Types over Time; (d) Wordcloud

as data cleaning and normalization, preparing it for subsequent
campaign source tracing and information type detection.

Campaign Source Tracing: This component aims to identify
the source, i.e., an initiator or set of initiators, of an information
campaign, starting with an initial query post of interest. Using
textual similarity and temporal proximity derived from embed-
dings [11, 12], it clusters the social media posts into groups to
reveal the main discussion topics.

Social Post Classification: This component classifies individ-
ual social media posts into different information categories. We
evaluated various text-based models, including BERT [3] and its
variants S-BERT and IS-BERT, which enhance sentence representa-
tion [14]. In addition, we experimented with network-based models
such as BiGCN [1] and EBGCN [16], which utilize conversation
structure to improve classification accuracy.

Visualisation: This component provides an interactive interface
for visualizing aspects such as campaign sources, topic clusters, and
classifications over time. We further illustrate specific visualizations
through a user scenario, showcasing its application in analyzing
information campaigns on platforms like X/Twitter.

3 Use Case: Information Campaign Analysis

After collecting and loading a specific dataset, the user can assess
an overview of the different detected clusters (Figure 1a), along
with its summary statistics. On the x-axis, clusters are displayed
according to our dual-clustering algorithm, which groups posts
based on textual similarity and temporal proximity, reflecting dis-
tinct discussion topics. Key information includes the social media
post distribution across clusters, selected time windows, and the
proportion of disinformation versus non-disinformation posts, as
identified by various algorithms, alongside other cluster statistics.

To investigate a specific cluster, users can view a detailed vi-
sualization of disinformation and regular posts within the cluster
over time (Figure 1c). Node shapes represent different types of links
used in posts (e.g., mentions, replies, etc), while node colors in-
dicate individual posts and whether they have been classified as
disinformation based on the implemented classification algorithms.

For temporal analysis, the system provides a chart showing the
volume of posts and the ratio of disinformation to regular posts
within the cluster across different time periods (Figure 1b). Addi-
tionally, a word cloud offers a high-level summary of the discussion
content within each cluster, as shown in Figure 1d.

The user can then focus on specific subsets of posts within a
cluster, such as those originating from a query post of interest, to
trace the source of a disinformation campaign. Relevant posts and
their details are displayed in a data table. The user is able to identify
source posts using either explicit links (based on reply or mention
links) or implicit links (based on an adjacent thread that is similar
in terms of topic and time).

4 Conclusion

This paper proposes InfoTrace, an interactive system for campaign
source tracing and analysis, using a series of text and temporal
similarity clustering for source tracing, text-based classification
for disinformation detection, and data analytics and visualization
techniques to better understand these aspects. While there has
been various systems developed for studying social media from the
perspectives of disinformation detection [7, 13], sentiment analy-
sis [2, 9], health interventions [4, 10] and other useful applications,
there are limited systems on campaign source tracing and under-
standing, which our proposed InfoTrace aims to address.
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